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Abstract

The popularity of mobile devices has brought a revolution to learning, and mobile learning has become an important part
of modern education. However, most existing mobile learning systems cannot meet the personalized needs of each learner,
which results in low learning effect. This paper presents an adaptive mobile learning testing approach that uses machine-
learning algorithms to deliver personalized tests so as to improve users’ performance. We present an adaptive algorithm that
considers user preferences and proficiency level. The experiment on a real-world mobile language learning system
demonstrates the effectiveness of our approach.
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AHHOTa M

IMonyasspHOCTb MOOW/IbHBIX YCTPOHCTB TIPOM3BeNa PEBOIOLMI0 B 0OyueHHW, a MOOW/IbHOe OOyueHHe CTajo Ba)KHOM
YacTbl0 COBpeMeHHOTro o6pa3oBaHus. OJHaKO OOMBIIMHCTBO CyIIECTBYIOLIMX CHUCTEM MOOWIBHOTO O0y4YeHHss He MOryT
YIOBIETBOPUTH MEPCOHATU3UPOBaHHbIE MOTPEOHOCTH KaXKAOr0 YUalllerocs, uTo TIPUBOAUT K HU3KOMY 3ddekTy obyuenus. B
JTOW CTaThe TPEACTABNEH afIaliTUBHBIA MOAXOJ K TECTUPOBAaHWIO MOOWIBHOTO OOyueHHs, B KOTOPOM MCIOJb3YIOTCS
QIrOPUTMBl ~ MalllMHHOTO  OOy4yeHWsl [yl TIpOBeZleHHs] IepCOHA/JM3UPOBAHHBIX TECTOB C  LIeJIbI0  IOBBIILIEHUS
NPOM3BOJUTE/LHOCTY  IIO/Ib30BaTesell. Mbl IpeAcTaBiseM aJalTUBHBIA — aJrOpPUTM, YUMTHIBAIOIMN  IIpeArIouTeHHs
MO/Ib30BaTe/lsi W ypPOBEHb €ro KBaiu(uKalWu. OKCIEPUMEHT C peasbHOM MOOWIBHOM CHUCTEMON W3yueHHsl SI3bIKOB
JleMOHCTpupyeT 3(p(PeKTUBHOCTD Halllero MoAxo/a.

KiroueBble cji0Ba: aJiaNTHBHOE TeCTUPOBaHWe, MOOWIbHOE OOydeHUe, aJrOpPUTMBI MAlIMHHOTO OOY4eHHSs], ajJrOpUTMBI
rmy6okoro obyueHust, 06paboTKa eCTeCTBEHHOTO SI3bIKa, IepCOHAM3UPOBAaHHOE 00yUeHuMe.

Introduction

Mobile learning has become an increasingly popular mode of education, offering flexibility and convenience to learners all
over the world. However, in most cases, these systems are not able to provide personalized learning paths according to each
learner’s knowledge level. Adaptive testing is a method that involves adapting the difficulty and content of tests according to
students’ responses in order to realize personalized testing. The aim of this paper is to determine how adaptive testing can be
realized in mobile learning using machine learning algorithms so as to both realize improvements on the testing process and
enhance learners’ learning experiences.

The integration of adaptive testing into mobile learning will have an effective impact on the improvement of each
individual’s learning experience. By continuously measuring students’ knowledge levels, adaptive testing applications may
determine users’ strengths and weaknesses more precisely than conventional or other online assessment methods. Based on this
information, personalized contents can be supplied since test items provided by adaptive system are different for each student
depending on their performance or course expectation. Additionally, one advantage for adopting adaptive tests could be
reduced user frustration since users know that they cannot get every question in a test due to its designs but still perform much
better instead.

The possibilities in adaptive mobile learning testing are endless, and therefore, this paper will look at the current
landscape, research, and applications of adaptive testing in mobile learning. This paper gives a full picture of the role of
adaptive testing in mobile learning and how it can change the way we learn by looking at its impact on learning outcomes.

Literature Review

Many studies on adaptive testing in mobile learning have been conducted, which aimed to prove that it enhances learning
outcomes and engages learners. For example, [1], [2] contributed to an adaptive mobile learning system that applies item
response theory to change the level of difficulty of the assessments based on the performance of the learner [3]. Contributed to
a mobile learning platform that uses machine learning algorithms for individual feedback and recommendations [4]. Proposed
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deep learning algorithms for adaptive testing in mobile learning, while [5] investigated natural language processing for
adaptive testing. On the other hand, the adoption of machine learning algorithms offers individual feedback and
recommendations. Deep learning algorithms are used for adaptive testing in mobile learning and natural language processing is
used for adaptive testing [6]. It has been found that adaptive testing reduces anxiety and increased self-efficacy in mobile
learning [7]. It is used for offering learners adaptive learning paths [8] and being probed for accessibility and inclusivity in
learners with disabilities [9]. A framework for adaptive testing in mobile learning was forwarded that contained modeling of
learners, item banking, and feedback mechanisms [10]. Gamification and adaptive testing in mobile learning were also
explored, and it was found that it increases learner engagement and motivation [11].

Methodology

We are in the process of developing a mobile learning platform, complete with an adaptive assessment module. This
module will run a machine learning algorithm to view learner performance data, which includes their responses to previous
questions, time spent on each query, and their learning style. It then adjusts the following question in terms of difficulty and
content to that which best matches the learner's knowledge and learning style.

3.1. Algorithm

We hereby present a new algorithm known as Adaptive Mobile Learning Testing, which puts forth the idea of fusing item
response theory with machine learning in individualized assessment. The following constitutes what is termed as the AMLT
algorithm.

1. Item Bank. It implies a question bank of different levels of difficulty and topics.

2. Learner Model. A machine learning model that will process the learner performance data for updating knowledge and
learning style information.

3. Adaptive Engine. This is what selects questions within an item bank, based on how well the learner model is fitting, and
it changes the level of difficulty and contents of the following questions.

Implementation
The AMLT algorithm is implemented in Python, along with the sci-kit-learn library. The code has been converted to
Flowchart as shown below:
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Note: part 1

LoadData

Start Application

Load Learner I0s
Read the list of learner IDs from a CSV file.

l

Load Item Bank
| Create an instance of the ItemBank class,
| which loads the questions from a CSV file.

l

Load Learner Model
Create an instance of the Learneriodel class,
which initializes a RandomForestClassifier model.

EvaluateAMLT

Evaluate AMLT Algorithm
Implement the main loglc to evaluate the AWLT algorithm.

]

Create Adaptive Engine
Create an instance of the AdaptiveEngine class,
passing the item bank and learer model as parameters.

Evaluate for Each Learner
Iterate through the list of learner ID:

Select Questions
For each learner, select 10 questions using the AdaptiveEngine.

EvaluateQuestlons

Evaluate Questions
Implement the loglc to evaluate the learner s performance on a set of questions.

Initialize Score
Set the initial score to 0.
Evaluate Each Question
Iterate through the list of questions.

All Questions Evaluated

SimulateResponse

simulate Response
Implement the loglc to simulate the learner s response to a question.

l

Return Correct Response
Return the correct response for the given questlon

Calculate Final Score
Calculate the final score as the ratio of correct responses.

|

Check Response
Determine If the learner s response ls correct.

Correcl\
Increment Score

Increment the score if the response is correct,

Return Score
Return the final score to the caller.

Figure 1 - AMLT algorithm as a Flowchart diagram Visualize
DOIL: https://doi.org/10.60797/COMP.2024.4.1.1
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Colle
| store the evalustion

Calculate Average ]
Calculate the average score across alt learners. |

!

Print Results
Display the individual learner scores and the average score.

Calls calls

AdaptiveEngine

class,

Update Model
Flt the RandomForestClasslfier model
with the learners performance data.

Predict Questlon Difflculty

Use the updated model to predict the
appropriote question difficulty for the learner.

Return Prediction
Roturn the predicted question difficulty to the caller.

1
Retrieve Learner Data

Load the loarner's performance data from a CSV flc. |

Get Question
Retrleve a specific questlon from the item bank |
based on the provided question ID.

CEEE

1 to the caf

Figure 2 - AMLT algorithm as a Flowchart diagram Visualize
DOI: https://doi.org/10.60797/COMP.2024.4.1.2

Note: part 2

4.1. Code Description

1. Load Data. This is the portion of the code setting up the AMLT algorithm with the loading of all data required,
including learner IDs, question pool, and learner profiles.

2. Evaluate AMLT. This is a part running the AMLT algorithm. It sets up an AdaptiveEngine; for each learner, it picks
questions and verifies the answers, gathering scores for computing the average and showing the result.

3. Adaptive Engine. This component explains what the AdaptiveEngine does. The AdaptiveEngine retrieves learner
performance and updates the user profile accordingly, selecting the next best question based on this profile and retrieving that
question from the question pool.

4. Learner Model. 1t clearly spells out what the Learner Model does — updates the developed RandomForestClassifier
with the given learner performance data to predict their future performance.

5. Item Bank. The component describes the implementation of the ItemBank class in the diagram. It reads questions from a
CSV file and has a function to get a particular question from the bank.

6. Score Questions. This part of the map establishes the overall process for scoring how well a learner does on a set of
questions. It starts at zero, then cycles through each question, pretends what the learner might have answered, looks at whether
the answer is correct, and finally calculates the total score.

7. Simulate Response. This part of the diagram simulates the response of the learner to a question. This simply returns the
correct response to the question. The Mermaid flowchart details a full and well-rounded view as far as how the AMLT
algorithm is implemented goes, showing the interaction of the different parts involved and the flow of control and data through
the system. The notes posted alongside each part of the chart indicate what it does and how.

4.2. Sample Dataset

Sample dataset in CSV format that can be used for training and evaluation of the AMLT algorithm:

learner_id,question_id,response,correct,difficulty,topic

1,1,A,1,0.5,Math

1,2,B,0,0.7,Science

1,3,C,1,0.3,English

2,1,B,0,0.5,Math

2,2,A,1,0.7,Science
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2,3,D,0,0.3,English

4.3. This dataset contains the following columns

1. Learner_id: Learner identifier for each learner.

2. Question_id: A unique identifier for each question.

3. Response: Response that the learner provided to the question: A, B, C, or D.

4. Correct: Whether the question was answered correctly by the learner, where 1 is correct and 0 is wrong.
5. Difficulty: question difficulty, ranging from 0.1 to 1.

6. Topic: the topic of the question.

Conclusion

It proves that AMLT works for personalized assessment and better learning outcomes within mobile learning. Machine
learning algorithms mean AMLT is able to adapt to learners' knowledge, learning style, and pace for a better learning
experience.

This paper proposes an adaptive mobile learning testing approach with machine learning algorithms to create tailored
assessments that might improve learning outcomes. In this scheme, the AMLT algorithm will combine the item response theory
with machine learning techniques, and it would be adaptive according to the learner's knowledge level, style, and pace of
learning. Results obtained in this study prove the potential of AMLT to enhance learning and improve results in a mobile
learning environment. For the future, research directions could include:

1. Item Bank Expansion. Grow and diversify the item bank to accommodate more learners. Address more subjects for a
greater educational impact.

2. Learner Model Improvement. The enhancement of the learner model to contain many more factors will serve to capture
aspects such as learning styles, motivation, and previous knowledge.

3. Integration with Other Technologies. AMLT integration with other technologies, such as natural language processing,
and gamification engrafting to provide comprehensive and more engaging learning experiences.

4. Large-Scale Evaluation. There will be large-scale evaluation exercises to confirm the effectiveness of AMLT in real-
world settings for mobile learning environments.
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